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ABSTRACT

Post-processing methods can be used to reduce the biases of hydrological models. In this research, six post-processing methods are com-
pared: quantile mapping (QM) methods, which include four kinds of transformations, and two newly established machine learning
frameworks [support vector regression (SVR) and convolutional neural network (CNN)] based on meteorological data and variation mode
decomposition (VMD)-decomposed streamflow. These post-processing methods are applied to a distributed model (WRF-Hydro), and the
evaluation is carried out over five watersheds with different areas in South China. The post-processing methods are separately applied to
calibrated and uncalibrated models. The results show that the SVR- and CNN-based post-processing methods perform better than the
QM methods in terms of daily streamflow simulations in different areas with different topographies in the Xijiang River basin. There are
large uncertainties in the QM post-processing methods. The CNN-based post-processing performs slightly better than the SVR-based
post-processing, but both methods can markedly improve the simulated streamflow. The CNN- and SVR-based post-processing frameworks
are suitable for both calibration and test periods. The differences between post-processing with uncalibrated and calibrated models are quite
small for SVR- and CNN-based post-processing, but large for QM post-processing. For WRF-Hydro, the CNN- and SVR-based post-processing
methods consume much less time and computational resources than model calibration.
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HIGHLIGHTS

® Two machine learning post-processing methods [convolutional neural network (CNN) and support vector regression (SVR)] are established
and tested.

® CNN- or SVR-based post-processing is superior to quantile mapping post-processing in the Xijiang River basin.

® CNN- or SVR-based post-processing is suitable for uncalibrated and calibrated models in the Xijiang River basin.
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INTRODUCTION

Hydrological modeling benefits water resources management and can help reduce the impacts of floods and droughts. There-
fore, it is a field of study that has continually captured the attention of many researchers. Various dynamic nonlinear
processes in the hydrological process present challenges for simulating streamflow (Rezaie-Balf ef al. 2019). Hydrological
models can be categorized into data- and physics-driven models. The former type only considers the statistical relationship
between the streamflow and the predictors, while the latter considers the physical processes and the mathematical reasoning
(Solomatine & Ostfeld 2008). Compared with data-driven models, physics-driven models consider the nonstationary climate
change, can generate more reliable results under climate change scenarios using physical constraints, and have strengths for
hydrological forecasting (Carpenter & Georgakakos 2006). Therefore, it is reasonable to use physics-driven models to simu-
late and forecast streamflow.

Physics-driven models contain numerous physical and nonlinear processes, and it is complicated to transfer the rainfall to
streamflow in these models (Hsu ef al. 1995). The uncertainties in physics-driven models arise from the errors of meteorolo-
gical inputs, inappropriate model frameworks, and incorrect model parameters (Shi ef al. 2008). Therefore, the calibration of
model parameters is essential for applying physics-driven models in hydrological studies. However, because of the complexity
and nonlinearity of hydrological processes, a perfectly calibrated model is almost impossible to achieve (Vrugt ef al. 2008),
and even if the model has been perfectly calibrated, the errors of the model framework can still lead to inconsistencies
between the observed and simulated streamflow (Li & Sankarasubramanian 2012). Thus, an additional post-processing
method of those models is needed to reduce the model errors. In general, post-processing methods are used to improve
the model prediction skill and quantify the predictive uncertainty of ensemble streamflow predictions (Robertson et al.
2013; Madadgar et al. 2012; Xu et al. 2019). Except for the ensemble streamflow predictions, post-processing methods can
also reduce the biases of a single model (Kim et al. 2021). And statistical post-processing methods have been introduced
to improve model performance by reducing the biases between the simulated and observed streamflow (Bogner & Kalas
2008; Kim et al. 2021). Among the methods, quantile mapping (QM) post-processing is a commonly used post-processing
method, which can be employed to reduce the biases of streamflow and other hydrological variables (Shi ef al. 2008; Madadgar
et al. 2012). Lucatero et al. (2018b) applied the QM method to the model predictions of hydrologically relevant variables such as
precipitation, temperature, and evapotranspiration, and found that QM can reduce the biases in the model simulation. Hashino
et al. (2007) evaluated three bias-correction methods (including QM) for ensemble streamflow volume forecasts, and the results
showed that all three methods significantly improved the forecast quality by eliminating unconditional biases and enhancing the
potential skill. Lucatero ef al. (2018a) used QM to reduce the biases of simulated streamflow and concluded that the QM
method can improve model performance. It has also been reported that post-processing can enhance the calibration in an effi-
cient way (Yuan & Wood 2012; Ye et al. 2015).

With the advancement of technology and computing power, machine learning (ML) techniques have been developed. ML
has gained attention in hydrological modeling, and combining ML with hydrological models is gaining popularity (Reichstein
et al. 2019). ML has been used in hydrological simulations and hydrological post-processing. Wu et al. (2019) used ML tech-
niques to post-process a hydrological model by using model inputs and model errors. Frame et al. (2021) used long short-term
memory (LSTM) methods to post-process the United States National Water Model (NWM) for 531 basins across the contig-
uous United States and found that the LSTM-based post-processing can improve the performance of NWM, with the average
Nash-Sutcliffe efficiency (NSE) increasing from 0.62 to 0.73. Cho & Kim (2022) established an LSTM-based post-processing
method by using the hydrometeorological inputs and simulated errors for Soyangho Lake in South Korea, and they concluded
that the LSTM-based post-processing method can improve model performance, as measured by a higher NSE and correlation
coefficient (CC). Among the ML methods, the support vector machine (SVM) (Cortes & Vapnik 1995) has attracted a great
deal of interest (Han et al. 2007). Furthermore, the support vector regression (SVR) derived from the SVM was used to
solve regression problems. The SVR algorithm has been improved and applied in many fields, and it is also popular in
the hydrological field (Zhang et al. 2018). It has been used for streamflow forecasting in many regions (Wang et al.
2009; Liang et al. 2018). As the deep network approaches enable more reliable forecasting results, one deep learning
method, i.e. convolutional neural network (CNN), is adopted in this work. A CNN is originally developed to analyze
images and videos (Lecun ef al. 1998). It has been applied in varied fields, including floods, landslides, remote sensing,
and voice recognition (Sameen et al. 2020). To the best of our knowledge, the application of CNN is still lacking in
post-processing.
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Due to the complexity and resemble chaotic motion of the hydrological processes, there are nonlinear characteristics in
streamflow. Thus, it is necessary to decompose the streamflow before applying it in post-processing. Decomposition is
used to extract the trends of the streamflow. At present, decomposition preprocessing has been widely used in streamflow
forecasting (Fang et al. 2019). The methods used for this preprocessing include empirical model decomposition (EMD),
ensemble empirical mode decomposition (EEMD), and variation mode decomposition (VMD). Some researchers have
found that the application of decomposed streamflow can generate more accurate streamflow forecasting than the application
of the original streamflow (Zuo ef al. 2020). As a new multi-resolution technique, VMD has better noise and sampling robust-
ness than EMD and EEMD and can overcome the shortcomings of EMD (Fang ef al. 2019). It has been used successfully in
hydrological studies (He et al. 2020). Therefore, VMD is used here to decompose the simulated streamflow into different
streamflow modes at different frequencies.

In this study, four traditional statistical post-processing methods based on QM and two proposed machine learning (SVR
and CNN) methods are applied to a distributed model (WRF-Hydro) to reduce systematic biases in streamflow simulation,
and the results are compared and evaluated. To the best of our knowledge, there are few studies that apply the post-processing
method to calibrated and uncalibrated models separately. In this research, the CNN- and SVR-based post-processing methods
are established based on the decomposed simulated streamflow and meteorological variables. These six post-processing
methods are applied to five basins across South China. The post-processing framework is applied to both calibrated and unca-
librated models, and the differences between these two cases are evaluated. The differences between the traditional QM
methods and the new machine learning (SVR and CNN) based methods are also compared.

STUDY AREA AND DATA

Study area

The study region is the Xijiang River basin, which is the largest watershed of the Pearl River basin. It contributes to the econ-
omic development of South China and meets most of the water supply demands of the Pearl River Delta. The climate in the
basin is hot and humid, with the annual mean temperature ranging from 19 to 22 °C and the annual mean precipitation ran-
ging from 1,200 to 2,200 mm. The precipitation and streamflow of this basin exhibit seasonal variability due to the monsoon
rainfall. The period from April to September is the flood period, with 65% of the annual rainfall and 75% of the annual
streamflow.

The river originates from Maxiong Mountain, travels through the provinces of Yunnan, Guizhou, Guangxi, and Guang-
dong, and finally flows into the South Sea. It is 2,214 km long with an area of 353,100 km?. The topography of the basin
is shown in Figure 1. This study covers the mainstream of the Xijiang River basin (where Gaoyao station is located) and
its four sub-basins, including the Beipanjiang River (Gaoche station), the Mabie River (Maling station), the Liujiang River
(Shihuichang and Liuzhou stations), and the Guijiang River (Guilin and Pingle stations).

Datasets

The Digital Elevation Model (DEM) and the China Meteorological Forcing Dataset (CMFD) are used to drive the offline
WRF-Hydro model. Reanalysis data (ERA5) are used to provide the initial conditions for WRF-Hydro. The precipitation,
temperature, evaporation, relative humidity, and wind from CNO05.1 are used in the predictor input selection for the post-
processing.

The DEM data are from the HydroSHEDS (Hydrological data and maps based on SHuttle Elevation Derivatives at mul-
tiple Scales) dataset (Lehner ef al. 2008), which was developed based on the high-resolution elevation data of the Shuttle
Radar Topography Mission. This dataset has been widely used in hydrological and landslide studies (Wang ef al. 2016).
The resolution of 15”7 (about 500 m) is used in this research. The CMFD, developed by the Institute of Tibetan Plateau
Research, shows reasonable consistency with observational data (Chen ef al. 2011) and has been applied in hydrological
and land models as well as in assessing the impacts of climate change in China. The 3-hourly CMFD data start from 1979
with a spatial resolution of 0.1°x 0.1°. The ERA5 reanalysis dataset, developed by the European Center for Medium
Range Weather Forecasts, is capable of reasonably representing meteorological and land-surface variabilities (Hersbach
et al. 2020). The 6-hourly ERA5 data with a spatial resolution of 30 km are employed in this research. The CN05.1 dataset
is gridded observational data developed from over 2,400 observation stations in China and has shown good performance
(Wu & Gao 2013). The temporal resolution of the data is 1 day and the spatial resolution is 0.25°.
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Figure 1 | Location and topography of the Xijiang River basin above the Gaoyao station, where red triangles represent hydrological stations,
orange lines delineate sub-basins, and blue lines denote the river network. Please refer to the online version of this paper to see this figure in
colour: http://dx.doi.org/10.2166/nh.2022.004.

The daily streamflow data during 2006-2014 used in this study are from the published National Hydrological Yearbook of
China. The data during the periods 2006-2010 and 2011-2014 are used for model calibration and model verification,
respectively.

METHODS
Model

WREF-Hydro is a distributed hydrological model that couples routing modules (baseflow, saturated subsurface flow, overland
flow, and channel) into the Noah land-surface model (Noah-LSM) with kinetic and thermal processes (Gochis et al. 2018).
The resolution between Noah-LSM and the routing modules is flexible, which allows a high resolution for the routing pro-
cesses. The model has been used for a wide range of projects, including flood prediction, water resources forecasting, and
land-atmosphere coupling studies (Kerandi ef al. 2018). WRF-Hydro is both a hydrological model (a so-called offline
model) and a coupling architecture for coupling hydrological models with atmospheric models. Due to the complexity of
the model, its calibration consumes a lot of time and computational resources. The offline WRF-Hydro (version 5) model
is used in our research. The spatial resolution of Naoh-LSM is 5,000 m, and in the routing processes it is 500 m in this
research. The surface routing, subsurface routing, channel routing, and baseflow routing modules are all activated. The
meteorological forcing data are mainly from the CMFD, while U and V wind data are from ERA5 as there is no wind direction
data in the CMFD. The initial condition file is generated by WRF, and the high-resolution condition file is generated by
ArcGIS. The generation details can be found in Gochis ef al. (2018). The model is manually calibrated, and the details of
the calibrated parameters are given in Table 1. For each sub-basin, one hydrological station is chosen for the calibration
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Table 1 | Calibration parameters and their relevant details

Parameters Description Main hydrological response Range
REFKDT Parameter in surface runoff Partitioning of total runoff into surface and 0.1-5
subsurface runoff
LKSATFAC Multiplier on saturated soil lateral Routing/interflow process 10-10,000
conductivity
RETDEPRTFAC Maximum retention depth Routing/interflow process 0.1-10
SLOPE Slope index Aquifer recharge 0.1-1
OVROUGHRTFAC Manning’s roughness coefficient Routing/interflow process 0-1
Manning Manning’s roughness coefficient Routing/interflow process Depend on the channel
order
Expon Parameters of the GW model Baseflow
Zmax
c
SMCMAX Saturated soil moisture Infiltration Depend on the soil type
DKSAT Saturated soil hydraulic conductivity = Infiltration Depend on the soil type

and a set of parameters is used. The Gaoche station is used for the calibration of the Beipanjiang River basin and the Mabie
River basin; the Liuzhou station is used for the calibration of the Liujiang River basin; the Pingle station is used for the cali-
bration of the Guijiang River basin.

Post-processing methods

In general, the QM method is used as a post-processing method to correct model biases. The method is based on the cumu-
lative distribution function (CDF), and it uses the CDF of observation to correct the CDF of the simulation. QM is formulated
as follows:

Xpe = F(om) 1)

where F is the transfer function, x,, is the original output of the model, and x;. is the bias-corrected value.

QM employs transformations to correct the simulations. A series of transformation functions are used in QM, including
parametric and nonparametric transformation functions. Two parametric transformation functions [PTF1 (1) and PTF2
(2)] are used in this research, the formulae of which are as follows:

P, = a+bP, 2)

P, = (a + bPy) [1 - efﬂ 3)

Here, P, and P,,, are the empirical cumulative distributions of the observation and model simulation during the training
period; and a, b, and 7 are coefficients.

Besides these two parametric transformation functions, two nonparametric transformation functions are used: RQUANT
and SSPLIN. The principle of these methods is to make the empirical CDF of the model simulation close to the empirical
CDF of the observation in the training period.

In this study, CNN- and SVR-based streamflow post-processing frameworks are developed, which consist of the following steps:
(1) streamflow preprocessing. The simulated daily streamflow is decomposed into several streamflow modes at different frequen-
cies. (2) Predictor input selection. By comparing the observed streamflow and other variables using the cross-correlation
calculation, the predictors that have also passed the #-test at the 0.01 significance level are selected. (3) Streamflow post-processing
analysis. The SVR-based post-processing or CNN-based post-processing method is performed by using the selected predictors as
inputs. The outputs are assessed by hydrography and statistical metrics. The post-processing framework is shown in Figure 2.

VMD is a signal processing technique proposed in 2014, which can decompose a complicated signal into several intrinsic
model functions (IMFs) (Dragomiretskiy & Zosso 2014). The purpose of VMD is to decompose a signal into a discrete
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Figure 2 | Flow chart of the post-processing framework.

number of band-limited IMFs. VMD is an adaptive, completely nonrecursive modal variational and signal processing method.
This technology has the advantage of being able to determine the number of modal decompositions. Its adaptability lies in
determining the number of modal decompositions of a given sequence according to the actual situation. The subsequent
search and solution process can adaptively match the optimal center frequency and limited bandwidth of the number of
modal decompositions. And it can achieve effective separation of IMFs, signal frequency domain division, and then obtain
effective decomposition components of a given signal, and finally obtain the optimal solution of the variational problem.
The details of the VMD process can be found in Dragomiretskiy & Zosso (2014).

The SVR used for regression is based on the SVM. The methodology between SVR and SVM has a slight difference. The
SVM belongs to a supervised classification technique which is a linear classifier (Vapnik 1999), while the SVR projects the
inputs to a high dimension and then constructs the linear decision function in a high-dimensional space to achieve linear
regression. Essentially, the SVR tries to find a function f(x) that can combine the relationship between the outputs (y) and
inputs (x), as follows:

f) = (- o) +b “)

where w is the weight vector, b is the offset factor, and ¢(x) is the nonlinear mapping function that can transform the input to
a high-dimensional feature. There are several kernel functions in SVR, including linear, polynomial, and radial basis function
(RBF). In our research, RBF is used.

The CNN is a neural network first created by Lecun ef al. (1998). Compared with traditional neural networks, CNN
benefits from the properties of natural signals, including local connections, shared weights, pooling, and the usage of multiple
layers. There are a series of layers in the CNN framework, i.e., the first convolutional layers, the second pooling layers, and
then the fully connected layers. In the convolutional layers, feature maps are structured by units, and then a nonlinearity acti-
vation function (ReLU) is used. The feature extracted from the convolutional layers is passed to the pooling layers. The
pooling function statistically summarizes the feature values of a certain position of the plane and its adjacent position,
and then uses the summarized result as the value of this position in the plane. In this study, the features are relatively
small, so the pooling layers are not used.

Statistical metrics

In this study, four statistical metrics are used to evaluate the performance of the post-processing methods: CC, NSE, root
mean square error (RMSE), and relative error (Bias) [Equations (5)-(8), respectively]. CC measures the linear relation
between two variables and ranges from —1 to 1, in which a CC of 1 (—1) shows a perfect positive (negative) correlation.
The NSE is used to evaluate the biases of the hydrological model. It ranges from —co to 1, in which a value of 1 corresponds
to a perfect match of the modeled discharge to the observation. The closer the value is to 1, the more accurate the model. A
value closes to 0 suggests that the model can simulate the average condition without giving details. A negative value indicates
a poor model performance. RMSE measures the error between the predicted and observed variables and ranges from 0 to .
A value of 0 indicates a perfect fit to the data. Bias refers to either overestimation (positive bias) or underestimation (negative
bias) of a parameter and ranges from —oo to co.

n Z Qobs,iQmod,i - Z Qobs,i Z Qmod,i

CC= . E
VY Qe — (X Qo) /1S Qg — (5 Qo)

)
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i (Qobs,i - Qmod,i)2
NSE= 1- = (6)
32 (Qobsi Qips)
‘n (Qobs,i - (2mod,i)2
RMSE = || =L )
n
Bias = Z (Qmod,i - Qobs,i) % 100% (8)

Z Qobs,i

Here, Qopbs,i is the ith observed streamflow, Qmqq; is the ith simulated streamflow, Q;,; is the temporal average of the
observed streamflow, and 7 is the number of days.

RESULTS
Selection of predictors

The input data are essential for SVR and CNN. In this section, the inputs (predictors) are chosen for the SVR- and CNN-
based post-processing methods. The streamflow is the result of both hydrological processes and meteorological forcing. It
is closely related to meteorological data, such as temperature and precipitation. Therefore, several meteorological variables
are considered, including precipitation, temperature, evaporation, relative humidity, and wind. The meteorological data for
selection in this study are from CNO05.1 during 2006-2010. Precipitation plays an important role in streamflow forecasting
and simulation. As the upstream precipitation can also influence the downstream streamflow, the better one out of the
upstream accumulated precipitation and the station precipitation is selected as the predictor. The streamflow time-series con-
tains temporal information, so different time-lags of different predictors are considered. Therefore, the lag correlations
between the observed streamflow and other predictors are calculated over the previous 1-30 days.

Figure 3 shows the CC between the observed streamflow and meteorological data at the Liuzhou station corresponding to
the lag lengths (1-30 days). The black line indicates the critical CC value at the 0.01 significance level. A CC value between
two black lines means that it does not pass the 1% significance test. Both the precipitation at hydrological stations (Pre_PN)
and the accumulated precipitation over the upstream of the hydrological stations (Pre_US) are tested. Figure 3(a) shows that
the CC of Pre_US is higher than that of Pre_PN, which suggests a larger influence of upstream accumulated precipitation on
the station streamflow. Thus, Pre_US is chosen for the streamflow post-processing. Similar results are found at other stations,
and the differences between Pre_US and Pre_PN for small watersheds are less significant than for large watersheds. At the
Liuzhou station, the 1-day lag presents the largest CC, so the 1-day lag precipitation is chosen. Temperature and relative
humidity are selected because of their high linear relations with the observed streamflow, while wind and evaporation are
excluded due to the opposite situation. Different time-lags are chosen for different inputs and stations. The CC between
the Pre_US and the observed streamflow for lags of 1-10 days at all stations is shown in Figure 3(b). The sequence of the

(@) Liuzhou (b) Pre US
061 —— Pre US —— TEMP —— WIN 0.7 —— Gaoche
- Pre PN —— EVP —— RHU —— Maling
> —— Guilin
029 —— Gaoguma
O 04 —— Shihuichang
o3l Pingle
—— Liuzhou
] —— Gaoyao
-30 25 20 15 10 s 0 W 9 4 7 6 % -4 3 2 =i 0

Figure 3 | (a) CC between the observed streamflow and the meteorological data at the Liuzhou station with lag lengths of 0-30 days. (b) CC
between the observed streamflow and upstream precipitation at all stations with lag lengths of 0-10 days.
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stations in the legend corresponds to the area of the watershed in an ascending order. The time-lag is smaller for small water-
sheds and larger for large watersheds. The best time-lag is 1 day for all stations except Gaoche and Gaoyao. As the area of the
basin in which the Gaoche station is located is small, the best time-lag for this station is 0, which means that its streamflow is
influenced by the precipitation that day. The best lag for the Gaoyao station is as long as 4 days due to the large watershed.

Through the decomposition techniques, the extracted periodic oscillations and trends are helpful in revealing the inside
driving forces of streamflow. Therefore, a decomposition technique, VMD, is used to decompose the series of simulated
streamflow. All time-series are decomposed by VMD into three IMFs that produce the best results in our tests.

In post-processing, 2006-2010 is used as the training/calibration period and 2011-2014 as the test/verification period. The
establishment of the SVR- and CNN-based post-processing methods is based on the selected predictors and simulated stream-
flow. The four QM post-processing methods are based on the simulated streamflow. The influences of the six post-processing
methods on uncalibrated and calibrated models are evaluated separately.

Post-processing the uncalibrated model

Both the calibration and post-processing can show the temporal change in streamflow correctly during calibration and ver-
ification periods that are high in summer and low in winter. Figure 4 shows the streamflow hydrography of the uncalibrated
model, calibrated model, CNN-based post-processing method, SVR-based post-processing method, two parametric QM post-
processing methods, two nonparametric QM post-processing methods, and the observation in 2006 at Maling, Liuzhou,
Pingle, and Gaoyao stations. These four stations represent the different parts of the Xijiang River basin (Figure 1). From
the figure, it can be seen that both calibration and post-processing can reduce the biases of the uncalibrated model, and
show the temporal change in streamflow correctly, albeit with differences in details. The streamflow of the post-processing
is smaller than that of the calibrated model in most flood periods, and this phenomenon can be found at most stations.
The differences between these six post-processing methods are large, especially for streamflow in winter, when the variability
of streamflow is small. CNN- and SVR-based post-processing methods can show the small fluctuations in winter at the Maling
station, but the QM post-processing methods cannot, and this phenomenon is also apparent in other years. The differences
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2 400 = :;,: 10000 —]
g E 5000
2 300 — z ]
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g 200 £ ]
= 3 T 4000 —
j 4 2 1
v 100 < @D 2000 _i
o —————— ) 4 Ty v
Jan Mar May Jul Sep Nov Jan
Time
© 7000 — @ 35000 —
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- ] e ]
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Figure 4 | Hydrography of streamflow from the observation (Obs), calibrated model (Cal), uncalibrated model (Uncal), and six post-processing
methods (CNN, SVR, PTF1, PTF2, RQUANT, and SSPLIN) at Maling, Liuzhou, Pingle, and Gaoyao stations in 2006.
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between the CNN- and SVR-based post-processing are smaller compared with those between post-processing and calibration.
The differences between the four QM post-processing methods are small. Calibration and post-processing reduce the biases of
the model in different ways, and for different periods they show different performances. To summarize, both calibration and
post-processing can simulate the seasonal change in streamflow; however, there are large differences in adjusting the magni-
tude of streamflow. As for the magnitude of streamflow, the SVR- and CNN-based post-processing methods perform better
than the QM post-processing methods, especially for adjusting the streamflow in winter.

Figure 5 compares the streamflow residual distributions over different seasons among the different methods. To highlight
the useful information, the residual values outside the range of 10-90% of all residual values are not shown in this figure.
From this figure, it can be seen that the residuals have a temporal pattern at all stations for all methods. The residuals are
large in summer, while they are small in other seasons. This may be influenced by precipitation, as it is higher in summer,
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Figure 5 | Comparison of seasonal residuals for each case during the verification period. The boxplots of each season are, from left to right,
the result from the uncalibrated model, the calibrated model, and the six post-processing methods (CNN, SVR, PTF1, PTF2, RQUANT, and

SSPLIN).
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which leads to more streamflow in this season. The residuals are smaller after calibration or post-processing. The abilities of
the CNN- and SVR-based post-processing methods in reducing the residuals are similar to that of calibration, but even better
than calibration at some stations, such as Pingle. However, the QM post-processing methods are good at some stations, and
they are worse than calibration at most stations. Also, the performance of QM using parametric transformations is worse than
that of nonparametric QM, and the difference between the two nonparametric QM methods is small.

The statistical parameters at seven stations for the uncalibrated model, the calibrated model, and the six post-processing
methods in the verification period are shown in Figure 6. From the figure, it can be seen that calibration, CNN-based
post-processing, and SVR-based post-processing can improve the model performance, with higher CC and NSE, and lower
Bias and RMSE. The calibration and the SVR- and CNN-based post-processing methods improve the CC at all stations,
which means that these methods enhance the model’s ability in simulating the temporal change in streamflow. Among
them, the CNN-based post-processing method is better than the SVR-based post-processing method at most stations. The
NSE of the calibrated model and the SVR- and CNN-based post-processing methods are higher compared with the uncali-
brated model at all stations. In terms of Bias, the CNN- and SVR-based post-processing methods are better than
calibration at most stations, with the CNN-based post-processing method generating the lowest Bias. Calibration and post-
processing produce lower RMSE compared with the uncalibrated model at all stations, and the RMSE of CNN-based
post-processing method is the lowest at most stations. The differences in the statistical metrics between the CNN- and
SVR-based post-processing methods are small, and the former is better than the latter at most stations. However, QM
post-processing shows worse CC and NSE than the uncalibrated model at some stations, but the Bias of these methods is
lower. The performances of RQUANT- and SSPLIN-based QM show little differences at almost all stations, and these
methods are slightly worse than the PTF1- and PTF2-based QM methods at most stations. The CC and NSE of these four
QM methods are lower than those of the calibrated model at most stations, which means that the performances of these
methods are worth than model calibration. The performances of SVR- and CNN-based post-processing methods are better
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Figure 6 | Bar charts of the CC (a), NSE (b), Bias (c), and RMSE (d) of the uncalibrated model, the calibrated model, and the six post-processing
methods at seven stations in the verification period. The different methods are represented by different colors. Please refer to the online
version of this paper to see this figure in colour: http://dx.doi.org/10.2166/nh.2022.004.
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than those of the QM post-processing methods. Among them, the CNN-based post-processing method is the best one at
almost all stations.

Figure 7 shows percentile plots of the uncalibrated streamflow, calibrated streamflow, and streamflow after post-processing.
The figure shows the one-to-one match between the percentile of the observation and the percentile of the post-processed
streamflow. The black line is the 45-degree line. The closer to the black line, the better the performance. A line above the
black line means an overestimation of the streamflow, while a line below the black line means an underestimation of the
streamflow. The CNN- and SVR-based post-processing methods tend to overestimate low streamflow at the Maling station,
while it is underestimated by the calibrated model, the uncalibrated model, and the PTF2-based QM method. The PTF2-
based QM post-processing method is the closest to the black line at the Gaoche station. At the Shihuichang station, the
post-processing methods (except PTF1- and PTF2-based QM) and the calibrated model overestimate the streamflow that is
lower than the 60% percentile of the observed streamflow. At the Liuzhou station, the post-processing methods (except
PTF1- and PTF2-based QM) overestimate the streamflow that is lower than the 60% percentile of the observation, but are
closer to the observation when the streamflow is higher than this percentile. Post-processing and calibration underestimate
the streamflow that is lower than the 80% percentile of the observation at the Guilin station. At the Pingle station, when the
streamflow is lower than the 60% percentile of the observation, uncalibrated and calibrated models underestimate the stream-
flow, whereas, when the streamflow is higher than this percentile of the observation, they overestimate the streamflow. The
CNN- and SVR-base post-processing methods reduce the errors, bringing the result closer to the black line. At the Gaoyao
station, the CNN- and SVR-based post-processing methods are closer to the black line than the calibrated model. In the per-
centile plots of the streamflow, the SVR- and CNN-based post-processing methods are better for some stations, such as
Shihuichang, Liuzhou, Guilin, Pingle, and Gaoyao, while calibration is better at Maling and Gaoche stations. The QM
method is established based on the CDF in the calibration period, and the results of these methods are away from the
black line in the verification period.

This section evaluates the performance of all methods in improving the high streamflow (higher than 75% of the observed
streamflow) and the low streamflow (lower than 25% of the observed streamflow). The NSE and RMSE of all methods are
shown in Figure 8. It can be seen that calibration and post-processing (SVR and CNN) perform well for high streamflow and
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Figure 7 | Percentile plots of the uncalibrated model (Uncal), the calibrated model (Cal), and the six post-processing methods (CNN, SVR,
PTF1, PTF2, RQUANT, and SSPLIN) in the verification period.
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Figure 8 | Bar charts of NSE and RMSE for low streamflow (a, c) and high streamflow (b, d) simulated by the uncalibrated model, the cali-
brated model, and the six post-processing methods at seven stations in the verification period. The different methods are represented by
different colors. Please refer to the online version of this paper to see this figure in colour: http://dx.doi.org/10.2166/nh.2022.004.

perform poorly in their simulation of low streamflow. For low streamflow, the CNN-based post-processing method is better
than the calibration at Shihuichang, Liuzhou, Guilin, and Pingle stations. The CNN-based post-processing method is better
than the calibration for high streamflow at all stations and is better than the SVR-based post-processing method at most
stations. The performances of QM post-processing methods are poor. The SVR- and CNN-based post-processing methods
may have the potential to correct the simulation and forecasting of floods.

Aside from the uncertainties of incorrect model parameters and the model framework, uncertainties in hydrological mod-
eling also stem from the meteorological inputs. Therefore, this study also tests the differences in post-processing (SVR and
CNN) with and without meteorological data inputs. From the statistical results (Table 2), it can be seen that the results of
post-processing (SVR and CNN) without meteorological data inputs are worse compared with model calibration at some
stations. The situation (the calibration performance is good in the calibration period, but unsatisfactory in the verification

Table 2 | Statistical metrics at different stations for the uncalibrated model

cc NSE Bias (%) RMSE (m®/s)

cal CNN SVR cal CNN SVR cal CNN SVR cal CNN SVR
Maling 0.86 0.87 0.86 0.63 0.72 0.71 10.19 3.36 -5.01 40.13 34.81 35.62
Gaoche 0.61 0.70 0.62 0.35 0.47 0.37 -89 4.61 —13.80 51.28 46.36 50.27
Shihuichang 0.74 0.74 0.73 0.48 0.54 0.43 —17.03 -5.89 —26.23 123.39 116.87 129.63
Liuzhou 0.85 0.84 0.81 0.72 0.70 0.63 11.69 -6.21 —14.93 748.44 772.82 855.88
Guilin 0.7 0.68 0.69 0.34 0.44 0.44 -17.8 —-15.51 —26.19 142.86 131.55 131.63
Pingle 0.75 0.65 0.67 0.33 0.14 0.36 6.02 -7.03 —12.35 446.48 505.72 434.60
Gaoyao 0.88 0.87 0.85 0.66 0.74 0.72 10.09 -0.51 —6.58 2,509.4 2,435.80 2,534.77
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period) in the Guijiang River basin is not improved. Therefore, the meteorological inputs are important for SVR- and CNN-
based post-processing. Considering different sources of meteorological data is also important in post-processing, as it might
reduce the model uncertainties of the meteorological inputs. This study also compares the results of post-processing with
CMEFD and CNO05.1 datasets. It is found that the performance is better when using the CNO05.1 dataset, which is different
with the model input.

Post-processing the calibrated model

Six post-processing methods are applied to the calibrated model, and the statistical parameters of these six post-processing
methods and the calibration are shown in Figure 9 [Methods with (w) represent that the post-processing is applied to the
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Figure 9 | CC and NSE of the uncalibrated model, the calibrated model, and the six post-processing methods [methods with (w) represent
that the post-processing is applied to the calibrated model, while the others are applied to the uncalibrated model].
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calibrated model]. From this figure, it can be seen that the QM methods show little influence on the CC, and the RQUANT-
and SSPLIN-based QM methods reduce the CC at the Gaoche station. The four QM methods can improve the NSE for most
stations, especially in the test period, and these methods can also reduce the Bias. The differences between these four kinds of
QM methods are small, and the parametric QM methods are superior to the nonparametric QM methods in terms of CC and
NSE. The nonparametric QM methods are unable to improve the calibrated model at Gaoche, Guilin, and Pingle stations.
The CNN- and SVR-based post-processing methods have higher CC and NSE, and lower RMSE compared with the calibrated
model. The CNN-based post-processing method is better than the SVR one at most stations, while both methods improve the
performance of the calibrated model. Compared with the CNN-based post-processing method, the QM methods are worse.
For the calibration, the NSE of the Guijiang basin (Guilin and Pingle stations) is satisfactory in the calibration period, but they
are worse in the test period. And the QM methods show the same phenomenon. The CNN- and SVR-based post-processing
methods are less affected by calibration results than the QM method. The CNN- and SVR-based post-processing methods are
suitable for both the calibration and the test period.

The differences between the post-processing methods when applied to the uncalibrated model (post-processing without
calibration) and the calibrated model (post-processing with calibration) are also evaluated. For the CC and NSE, the
CNN- and SVR-based post-processing methods with calibration are superior to the same methods but without calibration
at most stations. The CNN- and SVR-based post-processing methods with calibration are slightly better than without cali-
bration, but the differences between them are small, which means that only using these methods is also acceptable. The
results are suitable for different areas with different topographies in the Xijiang River basin, such as high elevation
(Maling station) and low elevation (Liuzhou station). From the statistical parameters, it can be seen that the CNN- and
SVR-based post-processing methods are adapted to both uncalibrated and calibrated models, but QM is unsuitable at
some stations.

DISCUSSIONS

The performances of CNN- and SVR-based post-processing are good in both the training and test periods. Meanwhile, cali-
bration is good in the training period but gets worse in the test period at Guilin and Pingle stations. In fact, another two
stations in this basin were also tested, and the same results were found. However, the phenomenon does not exist in the
CNN- and SVR-based post-processing.

Calibrating a hydrological model can be costly in terms of computational expense. For large basins where there is large
variation in land use, the calibration performance may be good in some places but poor elsewhere. The calibrated parameters
may be suitable in one basin, but when they are applied to other basins they may not be appropriate. Hydrological post-pro-
cessing is an approach that can avoid these calibration problems across large watersheds. Compared with model calibration,
post-processing consumes less time and computational resource. A number of parameters are considered during model cali-
bration, and thus the model needs to be run many times. For a large basin (around 304,900 km?), it takes 14 h to run the
WREF-Hydro model (land-surface module resolution: 5,000 m; routing module resolution: 500 m) once (5 years) with 48
CPUs. CNN- and SVR-based post-processing, meanwhile, only uses 2 min with 1 CPU to produce results. The selection of
inputs and the post-processing construction may need some time, but the demand for computational resource and time is
much less than the model calibration. Also, the CNN- and SVR-based post-processing methods are superior to traditional
QM post-processing methods.

This study shows that CNN- and SVR-based post-processing methods can reduce model errors in the Xijiang River basin.
However, these methods may perform differently in other basins. Therefore, further testing in more basins is needed before
CNN- and SVR-based post-processing methods can be applied in practice.

CONCLUSIONS

In this study, two machine learning (SVR and CNN) post-processing methods were established based on simulated stream-
flow and meteorological data. The performances of these post-processing methods were compared with traditional QM
methods and model calibration. Also, the post-processing methods were separately applied to calibrated and uncalibrated
models. The training/calibration period was 2006-2010, and the test/verification period was 2011-2014. The results were
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tested qualitatively and quantitatively by using hydrography, percentile plots, and statistical metrics. The main conclusions
can be summarized as follows.

The inputs (meteorological predictors) of the CNN- and SVR-based post-processing methods were determined by using the
time-lagged CC. Besides, the VMD-decomposed streamflow was also used to explain the nonlinear characteristics of the
streamflow. Precipitation, temperature, and relative humidity were chosen as the inputs for the post-processing because of
their high CC. The contribution of the accumulated upstream precipitation to the station streamflow was found to be
larger than that of station precipitation, especially for large basins. The time-lag was different for different inputs and stations,
and generally, it was longer for larger watersheds.

For the uncalibrated model, the performances of the CNN- and SVR-based post-processing methods were equivalent to the
performance of model calibration, and they performed better than the QM post-processing methods. The CNN- and SVR-
based post-processing methods performed well in the training and test periods. They improved the temporal variation and
magnitude of the simulated streamflow. The differences between the SVR-based post-processing methods and the CNN-
based post-processing methods were small, and the latter performed better in most areas. The CNN- and SVR-based post-pro-
cessing methods also improved the results of the calibrated model, with higher CC and NSE, and lower RMSE. The CNN- and
SVR-based post-processing methods were found to be suitable for calibrated and uncalibrated models. Compared with the
QM methods, the CNN- and SVR-based methods were found to be more stable. The QM methods were able to reduce the
biases effectively, but they could not improve the CC or NSE at some stations.

Overall, the CNN- and SVR-based post-processing methods improved the uncalibrated and calibrated model simulations
for both small and large watersheds in the Xijiang River basin with the WRF-Hydro model. The performances of CNN-
and SVR-based post-processing methods when applied to the uncalibrated model were found to be similar to that of
model calibration in the Xijiang River basin. These post-processing methods have the potential to be used in flood simulation
and forecasting, but its performance in modifying low streamflow needs to be improved. CNN- and SVR-based post-proces-
sing methods have been applied here to the Xijiang River basin, but should be tested further in other basins. Although post-
processing may not give a clear physical meaning, it can be used in practice to provide reliable results.
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